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two dependent variables. A method of solution, with examples of its application.

One pair of variables is said to be a “bifunction” of other pairs when its bidifferen-

tial can be linearly expressed in terms of theirs: this idea is of importance in con-

nection with the derivation of all possible solutions when complete primitives are

known. Construction of bifunctions in some cases . . . . ... . 162--181
§§ 31—42. Differential equations of the second order with one dependent and two 1ndependent

variables. A method of solution, with examples . . . . . . . . . . . 181—191

§ 1. In this paper, without touching on the question of the existence of integrals
of systems of simultaneous partial differential equations, I have given a method by
which the problem of finding their complete primitives may be attacked.

The cases discussed are two: that of a pair of equations of the first order in two
dependent and two independent variables, and that of a single equation of the second
order, with one dependent and two independent variables.

I follow, as far as possible, the analogy of the method of LacraNGE and CmARrPIT,
and with this object introduce the conception of the ‘ bidifferential” or differential
element of the second order, which bears the same relation to a Jacobian taken with
respect to two independent variables as a differential does to a differential coefficient.

The solutions considered are, in general, complete primitives, that is, such as contain
arbitrary constants in such number that the result of their elimination is the system
of equations proposed for solution. The existence of such primitives is sufficiently
established (see the papers of FraU voN KowALEVSKY and Professor KONIGSBERGER,

quoted hereafter) ; it will therefore be assumed, and the object of the investigation
5.11.1900
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152 MR. A. . DIXON ON SIMULTANEOUS

will be to find conditions that must be satisfied by the equations of the solution and
to put these conditions in a convenient form for solution by inspection.

I should add that I am greatly indebted to the referees for their suggestions and
for help in removing obscurities.

To the list of authorities given by Dr. Forsyra ( Theory of Differential Equations,
Part L, pp. 299, 331), may be added the following :—

Jurius Konia, Math. Annalen, vol. 23, pp. 520, 521.

Lro KoénNiesBerGER. Crelle, vol. 109, pp. 261-340.* Math. Annalen, vol. 41,
pp- 260-285.1  Math. Annalen, vol. 44, pp. 17-40.

Ep. v. WEBER. Miinchen Ber., vol. 25, 423-442,

J. MCowan. Edinb. Math. Soc. Proc., vol. 10, 63-70.

Hampureer.  Crelle, vol. 110, pp. 158-176.

C. BourLer. Annales de I'lcole Normale (3), vol. 8.

Riquier. Comptes Rendus, vols. 114, 116, 119. Annales de I'Ecole Normale
(3), vol. 10.

Lroyp TaNNER. Proc. Lond. Math. Soc., vols. 7—11.

J. Briin.  Quarterly Journal of Math., vol. 30, pp. 221-242.

Several of the above papers are only known to me through abstracts.

On Bidifferentials.

§ 2. The idea of a * complete differential ” plays an important part in the theory
of differential equations. In this paper I shall try to show the importance of an
extension of the same idea to differential elements of higher orders, such as enter
into multiple integrals.

An expression Xdx 4 Ydy is called a complete differential when X, Y are functions
of the independent variables @, v, such that

oY fox = 9X/oy.

It this is the case, then, under certain restrictions, the value of [(Xdx 4+ Ydy) depends
only on the limiting values of the variables, and not on the intermediate ones by
which these limits are connected, or, as generally expressed, on the path along which
the integral is taken.

This depends on the theorem that

ov 8X>d wdy

[(Xdz 4 Ydy) = “<g; ~3

* For reasons stated below, I am not in agreement with the results given in the latter part of this

paper.
+ In this paper it should be noticed that the equations (52) on p. 266 are not more general than (46).
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PARTIAL DIFFERENTIAL EQUATIONS. 153

when the single integral is taken round the boundary of the area over which the
double integral is to extend.

Further, X, Y are in this case the partial derivatives of a single function,

§ 8. Let us consider the double integral

[ (X dydz + Y dzda + Z dx dy),

where X, Y, Z are functions of the independent variables x, ¥, z. It is known
* that this, taken over a closed surface under certain restrictions, is equal to the triple
integral

[11(0X/0x 4 oY Joy + 0Z/dz) du dy dz

taken over the space enclosed by that surface.

Hence, if 0X/ox + 0Y /oy + 0Z/0z = 0 identically the double integral taken over
a closed surface vanishes, and taken over two open surfaces with the same boundary
has the same value ; that is to say, the value of the double integral depends on the
values of @, 7, z at the boundary only, and not, under certain restrictions, on the
form of the surface enclosed by the boundary.

By analogy we may call the element of the double integral a *complete double
differential,” or a “complete bidifferential ” under these circumstances; the condition
that X dydz + Y dzda + Z dac dy may be a complete bidifferential is thus

0X/ox + oY /oy + 0Z/oz = 0.

§4. A complete bidifferential may be expressed as a single term, such as du du.
For let u, v be two independent solutions of the equation

x &

Ou ou
, a;c+Y5g;+Za_z=O’

so that w = @, v = b are integrals of the system

da/X = dy/Y = dz/Z ;

/ _ 40w, v) _ 0, 0) _ )
then X_Ha(g/,z)’ Y_Ha(z,w)’ Z—aa(w,y’
0 being some multiplier,

oX L oY o4 _ 0w
and oz + oy + 0z~ w1y, 2)

Since the last vanishes identically 6 is a function of w, v only ; a function w of w, v
may be found, such that ow/ou = 6, and thus

_ 9w, v) __ 0@, ) 7 — o(w, v)
Ty T e T Ay

VOL. CXCV.—A, X
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154 MR. A. C. DIXON ON SIMULTANEOUS

Now in finding the value of the double integral taken over a part of any surface,
it will be natural to suppose the co-ordinates of any point of such a surface to be
functions of two parameters, say p, ¢, and to transform the integral into one taken
with respect to these. The integral as transformed is

(x50 0+ Yo + 2 ph 2o @

and the known values in terms of p, ¢ are to be substituted for w, ¥, z and their
derivatives.
- The subject of integration is
O(w, v) Ay, ) | O(w,v) Oz ) | A(w,v) &z, y)
A7) opq) ' Aaa) Ap,g) ' A, ) 8(pg)
Owdr  Owdy  Owdz dvde vy , oz
Tyt a g wp Tyt ey
@@+%@+%% v du 000y O
or0g ' dy og ' dz dg’ dzdg ' oyog ' o Og
o(w, v)
Ap, )

or

The integral 1s therefore

f J. g%';’.;; dp dg, o “ dw dv,

and if we take a single element we may write
Xdydz + Y dede + Z de dy = dw dv,

dropping the parameters p, ¢, since the values which i, ¥, 2 have in terms of them
are immaterial.

This equation is meaningless unless the expression in terms of parameters is under-
stood. The same is true of ordinary differentials. 1If when % is a function of =, ¥, 2

we write

dw—-@—d +8wd +8 d4

we mean that if x, y, z are supposed to be any functions whatever of a single

parameter p, then
duw _Oudr | Oudy | Owdz

dp ~ % dp BJ dp o dp*

This equation being true quite independently of the expressions assumed for «, y, z in
terms of p, we drop the denominator dp for convenience ; but in modern works on the
Differential Caleulus it is quite understood that a differential by itself is meaningless
apart from this or some equivalent convention.
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PARTIAL DIFFERENTIAL EQUATIONS. ' 155

§ 5. The functions w, v are not uniquely determined. They may be replaced by
W, V, where W, V are functions of w, v, one of which, say W, is arbitrary, while V is
only restricted by the condition

oW, V)

o(w, v) =L

The transformations of w, » which are allowable will thus form a group. For a
single integral the operations of the corresponding group consist in the addition of
different constants, that is, in varying the constant of integration; the theory of
periodic functions is connected with discontinuous sub-groups of this. It is possible
that an investigation of the discontinuous sub-groups of the group of transformations
of two variables which leaves their bidifferential unchanged may lead to an extended
theory of periodic functions of the two variables.

§ 6. The finding of the functions w, v may be considered as the indefinite integration
of the bidifferential expression. It. is simplified by Jacobi's theory of the last
multiplier, which is here a constant.

o(w, v) _ 8_(@_0, )

Since X =%0.7) = e
we have Xdy — Yo = dw — 0 do

and thus, on the supposition that » is constant,

Xdy —Yde Yde—Zdy Zde—Xdz

=" =" T
0z o wy
_ WZ—vV)do + 60X =2 Z)dy + OY — pX) &
ov o o
x@x tw 82/ e

Hence w may be found, if v is known, by integrating this last expression on the
supposition that v is constant; N, u, » may have any values and the constant of
integration is to be replaced by an arbitrary function of ». Thus, when one of the
functions w, v is known, the other is found by ordinary 1nteg1at10n The only
restriction on the one found first is the equation

o o ov

§ 7. Let us now suppose a greater number of independent vanables Let u be a
function of @), =, . . . @,
We have the relation

du ;_ ou cl L+ ou de, + . .. 4 %dw,,.
3 ? o

Uy

LZ
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156 | MR. A. C. DIXON ON SIMULTANEOUS

Here the difterentials represent simultaneous infinitesimal increments, those of' the
independent variables being arbitrary. The equation may also be interpreted by

supposing &, &, . . . @, to depend in any manner on a single parameter p, when the
equation ‘

duw 2 ou da,

dp 2\ 0n, dp
holds whatever functions of the parameter we suppose «, . . . , to be.

To get the idea of a double differential we must suppose two sets of simultaneous
infinitesimal increments; denote them by d, 8. The bidifferential of x, y is then
dx . 8y — 8x . dy.* This vanishes if @, ¥ are not functionally independent, just as dx
vanishes if @ is a constant. The analogy is very clearly shown if we say that dx
vanishes when some function ¢(x) vanishes, dz dy vanishes when some function
¢(x, y) vanishes.

If u, v are functions of 7 independent variables x,, z, . . . @,, we have

du:i—dm,., 8u:§.‘,§c~b~

Sz,
r=1 817]1. =1 89;’,, !

n

o) ov
i d,, ov = 2 5~ 8z, and hence
1 O, 1O

du. v — du.dv = § 23 ou o (dae, . Sy ~— diz, . Si,),
r=1 s=lax'r axs
o(u, v)

or dudv =7 e )

dx, du,
the summation being taken over all pairs of different suffixes r, s. Hence the
expression for du dv is formed by multiplying together
% g—uidx,. and é-aﬂ d,

r=1 0% r=10%;
with the conventions

dedy = — dy dx,

dx dx = 0.

We shall often use the notation d(x, y) for da dy.

§ 8. For the purpose of double integration of such an expression as = X, d(zx,, x,),
in which the coefficients X are functions of @, . . . @, it is natural to suppose @, . . . x,
expressed throughout the range of the integration in terms of two parameters, say

», 7. The integral thus becomes

* The dot is used here and throughout the paragraph to distinguish multiplication in the ordinary
algebraic sense from multiplication according to the Grassmann conventions stated at the end of the
paragraph,
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PARTTAL DIFFERENTIAL EQUATIONS. 157

[[2x. 50" apay

g((;é’ ;})3 for all pairs of suffixes, the subjec£ of integration in the last
integral is d(u, v)/d(p, q), so that the integral becomes [[du dv. Tts value will
therefore only depend on the values of u, v, that is of 2, 2, . . . @,, at the boundary
of the range of integration, and not on the form of the relations giving x,, @, . . .
in terms of p, ¢, which define the particular surface over which the integral is taken.

In this case we may write

If X,=

A A

2 Xr.s‘ d(wm .’Es) - (]('L{, 'U)

and call it a complete bidifferential. It is easily seen that the coefficients X satisfy
the relations

SOCIETY

er ijj + X;-i st + Xf:i st’ = 01 L (1)

X, | X, , OXy ,
A=),

OF

for all combinations of suffixes, where it is understood that the term X,sd(2,, ;) may
be also written X,.d(x,, «,), so that

X?s - - Xr's"

The conditions (2) are those which must be satisfied in order that the value of the
double integral may depend only on the boundary. The difference of two values
of the double integral, for which the same boundary is assumed, will be its value over
a closed surface passing through the boundary curve, and this may be transformed
into the triple integral

f ( [ r%z@a}i? +%Xx_:' + (%},%;Z\)dxz dx, dx,

A

taken through the volume of any solid bounded by this closed surface. Hence this
integral must vanish for any solid. By taking an infinitesimal solid, for every point
of which all but ;, «,, #, are constant, we find the condition (2).

The conditions (2) would be satisfied by an expression which was the sum of two
or more complete bidifferentials, but (1) in general would not.

§ 9. We next try to find whether these conditions are sufficient as well as
necessary. Now all the coefficients X cannot vanish. Suppose that X,, does not,
then we have from (1)

Xy Xp — Xy X
X~ —_ 1r 28 1s 2%
78 . Xp

2

OF

(r,s=3,4 . . . =)

and in virtue of these all the conditions (1) are satisfied.
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158 MR. A. C. DIXON ON SIMULTANEOUS

Taking the values thus given for X,,, X;, X;; we have

. aX,s aXz, oX;
(rsi)= + EX + £
= Xa (X + X 4 B _1_7( Xy | Xy
- Xw( 89:; X ( ' > + Xy \ O + ams)
Xor( X 8Xh 4+ X aX% Xy (0%, | Ky
+ X19< 07 azz's X < 8@, Oy / + X12< o, + 826>
X 0Ky, X, Xy, Xy X
Xy, O Xy, O X,, oz,
. é 18 X]r X oy " 2
=X, (17@)+—(r2@)+‘{ (297)+ (])+ i (82?)+X (Lsr)
12 2 Aqg
1 ~
+5 } (Xir Xo + X Ko + X, X)) + a ¢ (X Xy + X, X,y + X, X,)

X0 X, X,
— (21s =" (21r = (213).
+ X12 ( ) + XIQ ( ) X]‘,l ( )

Thus the conditions (2) are not independent, but all follow from those in which at
least one of the suffixes 1, 2 enters. If they are satisfied then the equations

s X, de, =0, 3 X, de, =0

=2 =1
can be satisfied by two integrals of the form u = a, v =0; that is, these last
equations will give @, @, as functions of the rest, such that

X X
0z, Xy o, Xyo

For the conditions necessary and sufficient® for this are the vanishing of such

expressions as
X"s a X“ Xel a Xal a Xﬂ X%»@A X Xrl i Xsl

a X71 + g ) - g 51
o, Xpy | X, 0 X Xy 07y Xpy  0m Xpy | Xpp oy Xpp | X, O X

in which 1, 2 may be interchanged and #, s are any two of the other suffixes. This
expression may be written

1 X,

}z— (’]"].S) T (12 ) + _’:;! (1271) ''''' a (X]‘> XJS + X')l XZ‘; + X‘Zr Xls)
so that it vamshes and the condltmns of 1nteorrab1hty of the equations EX,,dw, =0,
3Xodx, = 0 are satisfied. If = a, v = b are the integrals, then, smce X, dx,

does not contain the differential of a,, we must have

* For proof of this statement see ForsyTH, ¢ Theory,’ part L, pp. 43-51,
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PARTIAL DIFFERENTIAL TQUATIONS. 159
ou o
% X, de,=v {870; dv ~ du }
A(u, v)
and X, = 3o @ )
. ' o(u, v) _ .
In like manner X, = 0 ey 1) the multiplier ¢ being the same.
Loy Ly -
o(w, v)
Hence X, =10 e )
06, u, v)
and (rst) = Ao o)

Since this vanishes for all combinations of suffixes, # is a function of u, v, and if
another function of them, w, is so chosen that

ow/ou = 6,
we shall have 3 X, d(x,, %) = 0 d(u, v) = d(w, v).

Linear Differential Equations.

§ 10. If » = a is an integral of the linear partial differential equation

am7l+1

R

aaa” 1

where X, X, . . . XWl are functions of x,, . . . @,,,, then % satisfies the condition
n+1
Exg =0
and the complete differential du is a linear combination™ of the determinants
! day, duy, dag . . . dwx,, de,,,
X, Xy X5 ... X, Xo1n
the coefficients in the combination being usually functions of x;, . . . 41

If v = o is a common solution of the above equation and of

oz, oz,
X 7 N 41 X ’ 7 -] ﬂ — ’
1 aml + + .SU #n+1y
then, in like manner, dw is a linear combination of the determinants

* This is generally expressed by saying that “u = « is an integral of the equations

dey  dus _ _drpgr »

Xi X T X

For the sake of the analogy with the work of § 11, I prefer the phrase in the text, which expresses no
more and no less than the one generally used.
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160 MR. A. C. DIXON ON SIMULTANEOUS

| duy, dey, . . ., dx,,,
X, Xz, . S
X)X, X,
but in general, of course, it will not be possible to combine them so as to form a
perfect differential.

§ 11. An analogous process of integration may be given for two simultaneous

equations

4 J
2{8%(pigy — pigi)} + EBpi + 2Chg; + B =0
in which the coefficients A, B, C, E, A", B', ¢/, E' are functions of n independent
variables, ¢, 2, . . . x,, and two dependent ¥, z, and

_u &
p’_—axi’ gi—'aa;i'

S{A(py — piai)} -+ 2Bipi + 30 + E = 0} o)
K2 ? 3 ,

To fix the ideas, take n = 8 and let wx,, x; stand for ¥, 2 respectively, A, for C,
Ay for —B;, Ay, for E, and make similar changes in the accented letters. Then, if
w = a,v = b are two equations constituting a solution,* @, b being arbitrary con-
stants, we must have

o(u, v)
N
i,j= I,EEZ . 4 a@“u fb}) O (4)
s A’ o(u, v) OJ ’

) y a(x“ J)
P o(w, v) , O(u, v)
Pyt o =
and the values thus given for p,, q,, Pg, qs, Ps, @5 must satisfy the equations (3) identi-
cally, since a, b are supposed arbitrary. The equations to be solved are thus reduced
to others which are linear and homogeneous in the Jacobians, and which do not

for =0, &e., ifu=a, v=0>0,

contain the dependent variables.
The equations (4) give two of the Jacobians of w, v linearly in terms of the
others ; if we substitute for these two in the identity

d(u, 'U) = ggj 7;)) d( iy L ))

we find that d(w, v) is a linear combination of the determinants of the matrix of tenf
columns.

* This solution will not be a complete primitive unless a certain number of other arbitrary constants are
involved as well as «, 3, a supposition which is neither made nor excluded.

It may be well to point out that the solution here assumed consists of two equations, and not of one
equation involving an arbitrary function; in fact, any solution whatever necessarily consists of two
equations, and one point of the present method is that these are to be sought together, not successively.

+ For = independent variables the number of columns in the matrix will be J(n + 1) (n + 2), the
number of rows being still three.
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PARTIAL DIFFERENTIAL EQUATIONS. 161
d(xy, ), d(zy, &), . . o d(ws 2) ... d(xy, @)
. Al?ﬁ Alsa co Aji S Ay _
’_ A_/]'z, A./13, o e . A./y‘ o e . A.’45 h

There are thus eight bidifferential expressions, and the problem is to be solved by
finding such multiples of these as, when added together, will form a complete
bidifferential.

§ 12. As in the case of LAGRANGE'S linear equation, this will generally, in practice,
be done by inspection, and the method will be useful for finding solutions in finite
terms-—when such exist. But in any case,* whether the inspection is successful or
not, there can be no doubt of the existence of suitable multipliers, in infinite number.
For it is certain that the equations (3) have—possibly among other solutions---an
infinity of solutions, each involving two arbitrary constants at least, and any one of
these may be written v = a, v = b, where a, b are the two constants; u, v are
functions of the variables, but may, of course, be implicit functions of great com-
plexity. The functions w, » must satisfy the conditions (4), and it immediately
follows that d(u, v) must be a linear combination of the determinants of the matrix
formed from (4) as above ; so that a corresponding system of multipliers must exist.

If the solution is not in finite terms it is not likely to be found by inspection, and
it is quite probable that the best way to find it would be by solving the original
equations (3) in series. By whatever means the solution is found, the corresponding
system of multipliers is thereby determined.

If nine solutions of the form # = @, v = b have been found, the nine
bidifferentials d(u,, v,), d(uy, vy) . . . d(uy, v,) must satisfy identically a linear rela-
tion, since they are all linear combinations of eight expressions only.

We shall say that one of the nine pairs of functions is a “ bifunction ” of the other
eight pairs.

The following 1is, then, the definition of a bifunction. When the bidifferentials of
any number of pairs of quantities are connected by an identical linear relation, with
constant or variable coeflicients, any one of these pairs is said to be a bifunction of
the rest.

The word bifunction is simply used as an abbreviation—at least for the present. I
am not without hope that at a future time it may be found to have some connotation.

* If one of the dependent variables with its derivatives is altogether absent from the equations (3), or
if it can be made to disappear by a change of the other dependent variable, the equations (3) will in
general have no solution. This case will then be excluded; it is the only case in which the method of
solution in series (as given, for instance, by FrAu voN Kowarevsky, ¢Crelle,” vol. 80) cannot be used
to prove that solutions actually exist.

Another case that may fairly be excluded is that in which all the derivatives of one of the dependent
variables do not occur or may he made to disappear by a change of the other. Such a system is equiva-
lent to a single partial differential equation with one dependent variable, since the one whose derivatives
are absent may be eliminated.

VOL., CXCV,—A. Y
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162 MR. A. C. DIXON ON SIMULTANEOUS

It 1s, of course, evident that if u, v are functions of variables ®;, @, . . . then the
pair %, v is a bifunction of all the pairs that can be formed from @, #, . . . Other
examples will be found later on in the paper.

§ 13. Sometimes solutions exist for systems of partial differential equations in
which the number of dependent variables is less than the number of equations.

If, for instance, with the system just considered we take a third equation of the
same form, the coefficients being distinguished by two dashes, there may be solutions
common to the three equations. If uw = a, » = b give such a solution, then it
follows in like manner that d(v, v) is a linear combination of the determinants of the
following matrix : —

195 ¢ e A.Z'], - E
’ ’ |
129 ¢ o ¢ A. {/" s e e ’
’ 1

"
125 = o ¢ .L‘&éj,...

,f Ay, ) .« o d(e, ) oo
|

Similarly for a greater number of equations.

Application to other Differential Equations.

§ 14. There are two classes of equations whose solution depends on that of a pair
of such linear homogeneous equations as we have just been considering ; they are,
firstly, systems of two equations in two dependent and two independent variables,
and, secondly, equations of the second order with one dependent variable and two
independent. We shall consider them in order.

Firstly, let 7, z be the dependent variables and ay, @, the independent ; sometimes
we shall write z, for y and x, for z. Let p,, p, be the partial derivatives of y and
¢1, 9s those of z, and let the equations be

f](wb Loy Ys %5 P15 Po G1s 7)) =0,
fz(mp Loy Yy 2, Prs Pas 1o ‘Zz) = 0.

A complete primitive will consist of two equations connecting x;, @y, y, z and
involving four arbitrary constants. By differentiation these equations yield four
more involving pi, Py ¢1, ¢ As the two equations are supposed to be a complete
primitive it must be possible to find expressions for the four arbitrary constants in
terms of @), @y, Y, %, P, Q1 Pas ¢ the elimination of the four constants must give
fl = ‘Oaf s = 0.

Let a;, ay, a4, @, be the constants, and u,, uy, t,, #, the expressions for them in
terms of @, %o, Y, % Pi» Qi Par Qo SUPPOSE [, fi S S to stand for wy, wy, ug, wy
respectively. Then by differentiation we have for any value of the suffix ¢ from
1 to 6,


http://rsta.royalsocietypublishing.org/

\
A

A

A
A \

A

THE ROYAL
SOCIETY

PHILOSOPHICAL
TRANSACTIONS
OF

)

a
fa \
A A

.
/

THE ROYAL
SOCIETY

PHILOSOPHICAL
TRANSACTIONS
OF

Downloaded from rsta.royalsocietypublishing.org

PARTIAL DIFFERENTIAL EQUATIONS. 163
o of; ofi  Ofidp, | fidp, | Ofidg | Ofidy o,
an, TProy T &5 T o, 0, T + =0(r=12),

dr, © Opydz, ' Oq dw. ' o, da,

the letter d being used to denote differentiation with respect to a; or @, on the sup-
position that the other is constant, while 0 indicates strictly partial differentiation.

Since dpy/dx, = dp,/dx,, dqg,/dx, = dq,/dx,, we find by eliminating the deriva-
tives of py, 1, Ps, Gy, that

Iy, p1, 91 @) + 21 (@ 01 415 ) + 0 (2 P 4 62) F I (29, Doy 915 05)
+ P (Ys Pos 15 ) + 92T (2, Py Q1> 70) = 0

and  J(x,, g1, pp, Po) -+ P Qb P1 P2) + I (2 @ PL Po) F T(2, G 1> P2)
+ sz(% 92 P1» P2) + 92'1(7*’ %apbpz) =0

where J( ) denotes the Jacobian of any four of the functions £, 3, fs, fi, f5, fo with
respect to the variables specified in the bracket. Of these equations there are thirty,
but since they are given by the elimination of six quantities from twelve equations
only six of the thlrty can be independent.

§ 15. One pair of these auxiliary equations will contain Jacobians of fi, £, fs fi
and will in fact express the conditions that the equations

dy = p,dx, + pyda,
dz = q,dx, + qydu,

shall be integrable without restriction when p,, p,, ¢1, ¢, have the values given by
the equations f; = 0 =/, f3 = a, fi, = a,.

Thus, if a pair of functions f;, f, can be found satisfying these two auxiliary
equations, the solution can be completed by solving a pair of simultaneous ordinary
equations. (See MAYER's method, ForsyrH, ¢ Theory of Differential Equations,” pp.
59-62.)

The two auxiliary equations that f;, 7, must satisfy are linear and homogeneous in
their Jacobians, the coeflicients of the Jacobians not involving the functions fi, f;;
the number of independent variables is apparently eight, but it may be taken as six,
since two of the eight variables x|, x,, v, z, p,, Ps, 1, ¢, are given as functions of the
other six by the relations f; = 0, f; = 0, and may be supposed eliminated from f;, f,,
if that is desirable.

The columns of the matrix formed as at §11 are the rows of the followmof array :—

d(axy, x), 0, 0,
d(zy, y), O, 0,
d(x,,z), 0, 0,
CZ(OGQ, y)a 0, O?
(5) (g, 2), O 0

-
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d(y,z), 0,
Ay, p1)s {91 s},
d(zy, py), 0,
d(y, 1)1 92}
(10) d(z, p1).griqi, 923
d(mla 292)3 0’
d(%3, p3), {15 923
Ay, pa)s P21 02}
d Z:io") 92 41 90}5

(
l(.’l} ) (I%’ pl}a
d(, q1), {9 Po}s
d(y, 91) Pri{gepr}t + Paie P2},
d(zq1), ¢1{92 p1} + Q212 P},
d(wr, o), {1, 01

(20) d(mz’ 92): {]02; 91},

(15)

I~y

d(y, 92), Prirn u} + PaiPe 0135

d(z, %), 1{pn 01} + Li{P 01}

O’
(P2 @1},
{Pas 1o}
PP 1} + PaiPe 4}

0 iP» G+ Qipe Qz}
{Qla_ﬂol}

, {79 1}

Pl Pr} + Paiqe 1},
019 1} 219 21},
{Pv P2t

0,
PiiP1 Dot

QI{.plap:?}’
0,

{01, P2},
P2ip1 Pats
Q2 {P1> P2}
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d(?h p2>7 O’ {9(,'1, 91} +pl{y: Ql} + QI{Z:%} + {xiz’ QZ} +Pe{'2/a 92} + 92{z> 92}’
APy, 1) {20605 + 0wy 63 + iz ) = {2, P} — iy e} — @iz ot

(20) d(po, @), = {2, 0} — Pr{y b = {mqd, — (2 P} — Py P2} — {5 po}s
Ao 1) {700 1o} + Polys 003 + iz ), {2, pd + 2y, 2 + alz i,
A(Pas Ga)s — {200 1} — Poly, 1} — {2 q13, m,m + polys 213 + iz i}
A1 @) {es i} + Pl i} + @iz pid A+ {20 pod + palys ok + Gz gk, €<>
5)

Here {p,, q,}, for instance, is written for 9(f,/2)/0(p1,q1), and every fifth row is
numbered.

§ 16. In order, then, to solve the equations f, = 0, ; = 0 we have to form such a
linear combination of the determinants of this array as will be a complete bidiffer-
ential, say d(f;, f,), /s, /i being such functions that the equations f; = 0 = f;, f; = as,,
Ji= a,can be solved for p,, q;, py. q» The array contains twenty-eight rows, but
thirteen of these are combinations of the other fifteen. For instance, multiply the first
row by 0f,/0x,, the second by 9f,/dy, the third by 0f,/0z, the seventh by of,/0p,, the
eleventh by 9f)/0p,, the fifteenth by 9f,/9q,, the nineteenth by of, /¢, and add ; the

resulting row is
d(x,f1), 0, 0,

which vanishes. Other vanishing rows may be formed similarly by combining the
rows of the array so as to have in the first column one of the following—

(. /1), @y 1), Ay, /i), Az 1) dRofi)s Apo ), Ugn i), A S0),
d(w, /), dwpfo), Ay fo)s A fa)s dipis f)s dpote)s Aqu /o) Ao So)-
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The coefficients in these combinations are partial derivatives of f or f, thus, for
instance,

a 9 2 a 2
Apuf) = & dpyn) + L d(pye) + 5 dlps ) + L dlpy )

+ a‘gi d(py, q1) + gp':d(pbpz) + ggj d(py; 1),
and so in other cases.

The number of these combinations is sixteen, but it is to be lowered by three,
since d(f, 1) and d(f;, f;) are identically zero and d(f,, f;) can be formed by com-
bining the sixteen in two ways, so that three linear combinations of the sixteen
bidifferentials vanish identically.

Hence the array contains virtually only fifteen rows (28 — 13) and as there are
three columns, we have thirteen" bidifferential expressions to combine. Any pair of
the four functions @, 2,, v, # will satisfy the two auxiliary equations, as is clear either
from the equations themselves or from an examination of the matrix ; of course these
solutions of the auxiliary equations will not give a complete primitive.

§17. If a complete primitive has been found it leads, as has been explained, to
four equations

Uy = Gy, Uy = Gy, Ug = g, Uy = by,
and any pair of these must satisfy the auxiliary equations. Thus twelve pairs of
functions satisfying these are known, namely

x;and z; (1,7 = 1, 2, 3, 4)
w, and u; (7,5 = 1, 2, 3, 4).
These, however, are not all independent, but one pair is a bifunction of the other
eleven.
For 1f by, @y, X5, Ty @y, Ay, g, Oy) = O} (6
l/1(9”15 Loy &L, 904, Ay, Aoy A, “4-) =0
are the equations of the complete primitive, they must reduce to identities when
Uy, Uy, Ug, U, are substituted for a, a,, a4, a, respectively.

Hence ) =
d(x), x,, @y, @4, Uy, Uy, Us, 0
1 3 1 1( (7),
(i), @y, Xgy Tyy Uy, Uy, Ug, Uy) = 0
identically, and 2g‘cb doy = — S 9% 4 .
i O ;O
oy oy
o ¢ 2 o,
s A9 A V)
so that : ]a(g” )OZ( X)) = %EJC(%%) d(usmw) . . . (8),

and the bidifferentials of the twelve pairs of functions are connected by a linear
relation.
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§ 18. The method of CmArPIT for a single partial differential equation of the first
order shows how all solutions may be deduced from one complete primitive, and it is
a question of interest and importance whether there is any analogous method for
simultaneous equations. Now it follows at once from the conditions for a complete
bidifferential that a bifunction of the pairs that can be formed from m functions, say
Uy, Uy « o« « Uy, Will be a pair of functions of u; . . . . u, In the present case a
bifunction of the six pairs that can be formed with u,, u,, ug, u, will be a pair of functions
of these four, and the complete primitive to which it will lead will be the same as
that given by u,, u,. For when a solution of the auxiliary equations is known it leads
directly to one and only one complete primitive by the integration of the equations™

dy = p, dxy, + p,da,
cde = q, dx, + g, dxy;

also the complete primitive to which the equations I, (w,, u,, u,;, u,) = const.,
¥y (uwy, uy, ug, u,) = const., will lead can be no other than is given by

Uy =2 Ay, Uy T Gy, Ug = g, Uy = O,

It must not, however, be forgotten that the system I, = const., F, = const.,
Ji = 0, f, = 0 may have a singular solution. If F,, F, involve two other arbitrary
constants this singular solution will involve four, and therefore in general be a com-
plete primitive of the equations f; = 0, f; = 0. Moreover, all new complete primitives
are included among those thus given.

For every solution implies six equations connecting ,, @, ¥, 2, P1, ¢y, Ps, ¢o (bwo
of these six are of course f, =0, f; =0), and, therefore, by elimination of
Ty, oy Yy 2y Prs Qs Poyr Gy, HWO equations or more connecting wu,, vy, Uy, u,, which are
known in terms of these eight quantities. If u), u,, ug, v, are connected by four equa-
tions they are constants, and the solution is therefore included in the old complete
primitive. Let us, then, suppose that u,, u,, us, %, are connected by two or by three
equations,

F (uy, uy, 14q, 10,) = 0 (e =1,20r1, 2, 3).

Now if py, ps, 1, o, are all expressed in terms of p, ¢, two of their number, and

@, 4, 1, 2, by means of the equations f; = 0, f;, = 0, the expressions

dy — pde, — pyda,y, dz — g da, — gyda,
must both be expressible in the form

Adu, + Ayduy, + Agdug + Aduy,

* Otherwise thus—if in the auxiliary equations we suppose f5 to have the known value u, they become
a pair of linear equations for fi, which must be satisfied by wu,, us, %, ; now two linear equations in six
independent variables can only have four functionally independent solutions, and one of these is known,
namely, %;.  (In exceptional cases the two linear equations for w,, us, 1, may be equivalent ; for instance,
suppose fi = p1 + q1, U = Ps + ¢z, f» having any form.) Hence, except in special cases, the particular
complete primitive is defined when one of the functions wy, us, us, uy, or more generally a combination of
them, ¥ (uy, us, v, u4) is known, In the case supposed in the text two such combinations are known,
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and since dp, dg are absent we must have in each case

ou,

§A~~~-O 2 A°
o7

Thus the equations

dy = pidu, + pydiy, dz = ¢,diw, + godir,

become
%1 dul’ duz, dug, dl%,
| 0wy Ouy  Ouy Oy
i ap’ ap ap’ aj) I 0.
Quy  Quy  ug a% I
| 8g° 0g° 9y’ I
These two equations, connecting du,, du,, dus, olué, taken with the system
oF, ‘ .
721 au,d r=0 (a_ 1,2o0r 1, 2, 3),

show that if w,, w, wu,, u, satisfy by themselves no other relations than F, =0
(=1, 2 or 1, 2, 3) we must have, as a consequence of the equations of the
solution,

T T
r=1 aﬂ’q- ap r=1 Oy aq
If, then, there are two equations
F,=0, F,=0,
the four equations
¢ orF, Ou, 4 BF Bu,
=0 sy =0=12

must reduce to two only. This will be the ordinary case, and we see that if' the
forms of |, Iy, have been found by any means, the solution is completed without
integration ; the process corresponds to CHARPITS method of deducing all complete
primitives from one, but it differs in that the functions F,, Fy, are not arbitrary ;
they must, in fact, be so chosen that the four equations last written shall reduce to
two, and the conditions for this are clearly very complicated in general, though in
particular cases available forms for F,, F, may be seen on inspection.
In the more uncommon case, when there are three equations
F,=0,F,=0, F;,=0,
the six equations

L oF, Ou, t JF, our ] )
%1 ou, Op =0, re1 aw, ag 0 (“ =1, 2, 3),

must reduce to one only.

These two cases are further discussed, from a somewhat different point of view,
in §§ 21—23.

It should not be forgotten that the form in which the new complete primitive has
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just appeared is not that in which complete primitives were discussed in § 14, since
the equations are not here supposed to be solved for the arbitrary constants.

§ 19. In addition to the six pairs (u; ;) of functions satisfying the auxiliary
equations, we have also the six pairs (x;, ;) ; of these twelve, eleve: are indepen-
dent, the other being a bifunction of them. If we can find - bifunction of the
eleven pairs which is not a bifunction of either set of six it will give a new complete
primitive ; whether every, or indeed any, other primitive 1s thus given is a matter
for further inquiry.

Suppose v;=b; (1 = 1, 2, 3, 4) to be a new complete primitive, then it gives six
more pairs of functions satisfying the auxiliary equations, and thus we have in all
eighteen pairs. The bidifferentials of these must be connected by (18 —13) five linear
relations, one of which has been written (8); by means of the other four, an
expression of either of the following forms—

Ad(vy, vy) + Bd{v,, v5) + Cd(v,, vy),
Ad(v,, v3) + Bd(vg, v,) 4 Cd(vy, vy),

can be found which will be equal to a linear combination of the twelve bidifferentials
d (x;, x;) and d (u;, w;). It is natural to ask whether, conversely, any linear combina-
tion of these twelve which can be written in one of the above forms will lead to a
complete primitive ¢ In the first case this is not so, for if we take any function
whatever, », of six independent variables, &, & . . . &, we may choose the coeflicients
oy, . . . o, SO that

t
Te

o d(na gz)

K2

shall be a linear combination of eleven® given bidifferentials; the expression % a; d§;
may then be reduced to three terms, B8, d{, + B, dly + B; dls, so that for an
arbitrary function (n) a combination of the eleven given bidifferentials can be found
of the form B, d(v, &) + B, d(n, &) + Bs d(n,Ls), which is the same as Ad(v), v;) +
Bd(v,, v5) + Cd(v,, v). This argument does not apply to the second form

Ad(vy, v3) + Bd(vs, v)) + Cd(vy, v,),

and further investigation may show that any combination of the eleven that can be
reduced to this formT will lead to a primitive.

* Not of any lower number in general, since the most general bidifferential expression in this number
of variables contains fifteen terms, while the expression just written vanishes identically if

a; = Onfog,
so that there are virtually only five coefficients, of which one must be left arbitrary.

t The conditions necessary that a bidifferential expression may be reducible to this forra include
algebraic ones which are the same as for a complete bidifferential, since

Ad(vg, vs) + Bd(vs, 1) + Cd(vy, v2) = }A{Adm - Bclful} {Aclvs - C«Z@rl}.
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§ 20. Before we can claim in any sense to have found the general solution of the
auxiliary equations, we must be in possession of thirteen pairs of functions satisfying
them ; we have only eleven when we know one complete primitive, and hence one
more complete primitive, or even possibly two, must be found. An example (below,
§ 29) will show that one more is not always enough.

It is perhaps worth while to remark that any complete primitive defines the
whole system of solutions, since it defines the differential equations.

§ 21. The question of finding new solutions when a complete primitive is known
may be attacked by the method of varying the parameters. Take the equations
(6) or (7) of § 17. The problem is then to find such variable values for u,, u,, ug, u,
as will satisfy the equations

4
320 =0, 3Ma=0. . . ... .. ()

i=1 aui i=1

Since all variables are supposed functions of @), ®,, we may make one of two
suppositions with respect. to u;, u,, us wu,; either they are connected by three
relations and are all functions of the same variable, say ¢, which is of course a
function of @, a,, or they are only connected by two relations, so that two of them
may be taken as functions of the other two.

Suppose first that they are all functions of the one variable ¢. Then, generally,
the four equations (7), (9) will define x,, x,, @5, #, also as functions of ¢, and hence
this supposition is not admissible unless it is possible to choose the functions of ¢ in
such a way* that the four equations (7), (9) will be only equivalent to three. The

If these conditions are satisfied by an expression

p Ayd(ay, @),
Gi=12..6

6 6
< 2N dmﬁ( T dm),
i=1 /\i=1

and then it must further be possible to express

it can be put in the form

g))\i dz; and 264 i de

i=1 i=1

as linear combinations of fhree differentials, dvy, dvs, dvs.  The discussion of the conditions therefore

belongs to the theory of the reduction of two such expressions, that is, of the extended PrA¥F problem.
* It seems obvious that this will not generally be possible; but it may be well to give an example.

Suppose the coniplete primitive to be

Yy = au® + by + ¢,
z = cr + exs? + bxlm?,?}’

so that the differential equations are
' Y = dpm o+ pars + qu ~ pad,
Zo= qr + dre ~ pandd,

then the variations of the parameters a, b, ¢, ¢ must satisfy the equations,

v2%da + zodb + de = 0
mde + a’de + ;a2db = 0
VOL. CXCV.—A. ' Z
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number of conditions, which will be of the nature of ordinary differential equations,
thus imposed on the four parameters must not be greater than three ; for if they
are subjected to four conditions they are made invariable; it may be, however,
less than three. For instance, a complete primitive of the equations p,=p,, ¢; = ¢,
1s given by
y=a(@ + @) + b, 2 = c(e, + x,) + ¢e;

the equations given by varying the parameters are

() A y)da 4 db = 0,

(@, 4+ @,)de 4 de = 0,

which give the single differential equation connecting the parameters

dade = db de.

We may then assume arbitrary forms for two parameters in terms of a third, and
find the fourth by integration. Say, for instance,

b= ¢(a), c = (),
then e = [¢/(a)/(a)da,
@y @y = — ¢'(a);

thus we arrive at the known general solution

y = x(®, + 15), 2 = oz, + 2,).

whence, by elimination of 2y, ‘
(w2db + de)2(wedb + de) + wy*deda = 0.
This equation must fail to define @, so that b, ¢, and @ or ¢ must be constant ; thence it follows that all
four parameters must be constant.

T lay stress on this, because it is not in agreement with the results of Professor KONIGSBERGER (¢ Crelle,’
vol. 109, p. 318), and appears in fact to show that his method there given is faulty. Professor KoNias-
BERGER assumes (p. 313; I take m = 2) that the most general integral of the equations

Si(z, @, 9y 2 1y P2y 1y @2) = 0

f‘z(-’)@l, T2y Yy 2y P1y P2y 1y QZ) =0
7 = w2y, T 931[%1(551, @z)], ol Pal1, %z)])
7 = oy, Ty dr[r(@y )]s pe[a(z, 22)]),

where ¢y, ¢o denote arbitrary and ¢y, ¥, definite functions. But suppose these equations solved for
1, P2 in the form

has the form

Pz, 22)] = xa(w, 22, 5 2)
¢2[¢2(x17 562)] = Xﬁ(xly L2y Yy 2)

and the arbitrary functions eliminated by differentiation. The differential equations thus formed are of
the first degrec in py, P2, qu, gy and are not by any means of the general form assumed. The differential
cquations in the examples given by Professor KONIGSBERGER are, in fact, linear (see pp. 319, 328).  The
method appears to be founded on an interpretation of the last clause of § 2 (p. 290), which is not justified.
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In the case of two equations of CLATRAUTS form

Y =P+ poty + H(p1 Po s 22),
z = 1, + 9oy + W(P1, Pos Qi ),
which will be more fully considered later, the number of differential relations among
the parameters is two, so that one parameter may be taken as an arbitrary function
of a second, and the other two found in terms of the second by solving two ordinary
differential equations.
If the primitive™ is
y = aa -+ OB + cy + €3
z = Aa 4+ BB 4+ Cy -+ ES,

where a, b, ¢, e are the parameters, A, B, C, E known functions of a, b, ¢, e, and
a, B, v, 8 known functions of x,, @, then the variations of the parameters must

satisfy the relations
ada + Bdb + yde + 8de = 0,

adA + BB + ydC + 8dE = 0,

and thus, in general, if a, b, ¢, ¢ are all functions of one variable they are connected
by three relations
dAjda = dB/db = dC/dc = dE/de.

The integral equivalent of these equations consists of three relations connecting
a, b, ¢, e with three arbitrary constants, and by eliminating a, b, ¢, ¢ we find a new
solution of the original differential equations which is not a complete primitive,
since it only contains three arbitrary constants.

These examples show that the number of conditions to be fulfilled by the para-
meters when all four are taken to be functions of one of them, may be one, two, or
three ; this number is to be made up to three by assuming arbitrary relations (two,
one, or none, as the case may be).

§ 22. Usually the parameters will not be functions of one variable only, and we
may suppose two of them, u,, u,, to be functions of the other two, u,, u,.

The partial differential coefficients

do, du, du, d,
duy’ duy’ duy’ du,
are then given by the equations (9), each of which is equivalent to two. The first,
for instance, gives
9 | 0¢ duy | 3 du,

Ouy, | Ougdu, " Ou, duy =9

o | B du, | du, _
Ouy ' OQugduy ' Ougdu,

The derivatives are thus given in terms of w,, u,, us, u,, ,, @, @3, x,, and the last

* Tt is unnecessary to give the differential equations.
z 2
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four may be eliminated by means of the relations (7); so that in the end we shall
have two relations connecting u,, w,, ., u,, and the derivatives; the problem is of
the same form as the original one, to solve two simultaneous partial differential
equations in two dependent and two independent variables.

Interchange of Variables and Parameters.

§ 23. A curious thing may be noticed at this point. If in the equations ¢ == 0,
= 0, we treat x;, ,, x;, ¥, as arbitrary constants and eliminate them by differentia-
tion, we are led to the same differential equations connecting u,, u,y, ug, u, as were
just now given by the variation of parameters. Thus two equations in two sets of
four quantities will give two pairs of simultaneous partial differential equations by
taking each set of the quantities in turn as variables and the other as arbitrary con-
stants. The auxiliary equations, if expressed in terms of the eight quantities, will
be the same in both cases; this gives a meaning to the six solutions of the form
(7, @;) which we found the auxiliary equations to have, for any one of the six
will lead to the primitive ¢ = 0, 1y = 0 of the second pair of differential equations,
just as a solution (u;, u)) leads to this primitive for the first pair; any new solution
of the auxiliary equations will in general lead to a new complete primitive for either
pair, but an exception to this rule will arise when, for instance, the @ differential
equations have a complete primitive which gives three relations among w,, u,, ug, 1,

The array (5), transformed so that the variables are w, ®,, ®5, @, 1), u,, ug, 1,
connected by the equations ¢ = 0, ¢ = 0, will have six rows of the form

d(z;, ), 0, 0,
six of the form d(w;, 1)), 0, 0,
and in the other sixteen there will be

d(wx;, v;) in the first column,

in the second the minor of afgi in the determinant :
Litity

0 O O P 0p O

Or0u, > Owy0u,” Owou,” Omdu,’ o’ Oxy

0% b Mazqs P 0P 8115

Ony0uy* Oy, Qg0 Qg0 Ory’ Oy

Fp ¢ Fp Py g 0¥
O,0u)° Ogdu,” 0wy’ Omu,” Oy’ O
Fd ¢ b Py 0p oY
onQu, ’ Ordu,’ Ondu,’ Oxdu,’ Or,’ O,
o 0p 9 0P
ou,”  Ou,’  Ouy’  Ow,’
T T T

Ou,”  Ouy’  Ouy’  oOw,’

0
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in the third the same expression with ¢, ¢ interchanged. The array is thus practi-
cally unchanged by interchanging the sets z and u, as should be the case.
§ 24. This transformation may be accomplished by taking the equations
op du; _ aji du;
T Ousday, 0= ?E)ui dr,’
from which may be deduced

! (s o du; _ < 09 du;

c/,)u1 ; Ou; d, cla" am da,
b du; du Pp du P dy P dy
. S @ 0y g i @
or T T Ous Oy dosy iy 5 Qus Oy dl +3 : Ou; 0y P dr, +3 > duoe 11 du,
Rp du; du; b du; 0*p du; P’ du

= 3 oy doy T Gty de, T %ty P2, T Y Sun P2

Now py, 41, Pas ¢, are given by the relations

¢+ laj) +Q1 (l) OJ&C';

and hence this equation may be written

Zg{du, <¢ v 8¢ }:§{CZW M} Coe e (1)

d, ——(:)ﬁ(ébl, 7, 7) de, d(xy, y, 2

in this ¢, ¥ may be iuterchanged so as to give another equation.

Now, suppose 8 = a,, x = a, to be two of the four equations connecting
Uy, Uy, Us, Uy, With @, 2y, which yield a new complete primitive, and that y, z have
been eliminated from @, y by means of the equations ¢ = 0, ¢y = 0, then the deriva-

hy, du,
tives ;;:1 dZ” &c., are given by the following relations :—

0 du;

T Oy da, =9
N du;
?82&,- &;1 =0,
0 du , 00 _ o
¢ Ow; da, r or —
du; | ©

i O day axl

and similarly for the derivatives with respect to ,.
Substituting the values hence found for these derivatives in the equation (11), we
have an equation linear in the Jacobians of the form

(8, x) _
a(%%)(z_l 2;7=1,2,3,4),
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. . . . . b . .
the coeflicient of the Jacobian written being the minor of 870-%- in the determinant
Ol

(10). Hence the constituents in the second column of the transformed array are as
stated, and those of the third are found in like manner. It is not, of course, neces-
sary that these columns should be the same as would be found by actual substitution
of the values of p, p,, q,, ¢, in the columns of the original array; a linear trans-
formation is allowable, with constant or variable coefficients.

The above process gives fifteen independent rows of the array; the others are
deduced from the consideration that y, z are known in terms of @y, @y, uy, Uy, ug, u,
from the equations ¢ = 0, ¢ = 0.

Lxamples.

§ 25. 1. As a first example of the method of solution, take the equations

ap = ay, B = By,
where o, B, denote known functions of @, p;, ¢, and «, B, known functions of
%> P T

In the array (5) multiply the seventh row by éa((g:ﬁ%; the fifteenth by e, ) the
‘1 L1
a(“v B

o, @)
twenty-fourth by - WAL and add. The result in the first column is d(a,, B,), in the
second, by virtue of the particular forms of f; and f,,

{zn P13 {00 @3 + {2 0} {20 21} + {p1 0] {21, g0} or 0,
and in the third,
(w1 p1} Py 0} F {20 ) 01 2} — (P06 3 {2, po} or 0.

Hence a;, 8, are two functions satisfying the auxiliary equations, and a solution is
given by finding p,, ¢;, Py, ¢» from the equations

Otl = 0(2 = C(,,

ﬁlzﬂz"_"ba

and integrating. Two constants will be introduced by integration, so that the result
is a complete primitive.
§ 26. IL Take, secondly, the equations
y =p + F (2, p1, 01 02 20)s
z=q@, + G (2 P1y 915 Pos Bo)-

Here the twenty-fourth row is
d(p1, ¢:), 0, 0,
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so that p,, ¢, are two functions satisfying the auxiliary equations, and the integral is
to be found by putting p, = @, ¢, = b. Thus we have

y — ax, = F(x,, a, b, py, qs),
(2 bxl = G(%: a, b, Pa .(12)9

or n=F( a, b7 ),
{=G(§ a, 0,7, ),
where E=wy, =y —ax, {=2—Dbx,

n = dy/dé, U = d{/dE.

These are ordinary differential equations, the solution of which will involve two
new arbitrary constants and so constitute a complete primitive of the original
equations.

§ 27. IIL The equations

Y = P&y + Poy + H( 1 P 11> 1)
z = @, 4 g9y + Y21 Po Q1> B)5

are of special interest, because more complete primitives than one can be found. The
obvious solution is p, = a, p, = @y, ¢, = by, @y = by,

Y = ax, + agy + Pay, oy, by, by),
2 = by, + byxy + Play, ay, by, by)-

Suppose @,, a,, b,, b, to be variable, but functions of one variable only— say a;, then
their variations must satisfy the relations

x, day, + @y day + dp = 0,
a, dby + xy dby + dip = 0.

These define x;, a,, and, therefore, also 7, z as functions of «,, unless the determi-
nants of the matrix

:| da,, da,, d¢
| dby, db,, di

vanish ; it is necessary, then, that these determinants should vanish. Thus
ay, by, ay, by are connected by two ordinary differential equations. We may assume
any third relation connecting them at will; suppose b, = F(a,), F' denoting an

arbitrary function. Then by integration we may suppose a,, b, found in terms of ;.
Also a, 1s connected with x;, @, by the relation

@+ @ day + da, =0

so that a,, b;, @y, b, are all known in terms of x,, x,, and by substitution the values
of v, z are found.
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§ 28. The solution may be verified. We have taken b, = F(«,), a known but
arbitrary function of ), and a,, b, other functions of ¢,, such that

ab day

o= F(a)-

da, da,
W Wy M A % 0y o s 2 s
[aal + ab, F< ) +; Oa, da, + db, dal] F( ) [3 + b, F( )+ da, da, + ob, da, |
Then we have the further relations
day % da | 3 b, _
Octy, ety Oby day — 7
O day | Oy dby

Oaty da, db, da, ?

o | 0 1
+8a1+db F(a) +

@) Ly
o O
/) W
oy F'(ary) + 2da1+8a1+ F'(a)) +
which are of course not distinet. Also

Y = @+ ay @+ (@, ay, by, by),

B 0 dn By 0 ] _
w, " Oy da, " O, da, b, da, | v

so that
da
]01=C‘1+€'Z§1‘[:951+
and in like manner p, = a,.
Again z = b @) -+ by xy -+ (0, ay, b}, by), and
g =0, ‘l‘ dal [ db, dby D i Oy day | Nrdb | Oy @Zz{l _

@ g -
L du, Yda, T Ba, T Oay day &by day ' db, da,

day,

o 1 oa

1

and gimilarly ¢, = bg.

Hence the original -differential equations are actually satisfied. If the arbitrary
relation assumed—which may if convenient involve more than two of the parameters—
contains two arbitrary constants, the new solution will generally be a complete
primitive, since two more constants are introduced by integration.*i‘

* The ordinary equations to be integrated may have a singular solution with one arbitrary constant,
or with none: if the arbitrary function has been chosen so as to involve three or four arbitrary constants,
the whole number being thus raised to four, the solution so given may quite well be a complete primitive,
and, in general, will be so.
T The above investigation in a modified form shows how to find integrals of a system of three
equations
fl (’M, v, ]’15 Z’Q; 91) (ZZ) = 0’
Jo (u, 0, p1, pay s q2) = 0, S e (1)
f3 (’U/, Uy P1y P25 41y (ZZ) = 0’

where w = pray + padta — 9,0 = @121 + a2 — 2

One solution is to take u,v, pi, ps, ¢1, ¢2 as constants connected by the three relations (12) ; if they are
not constants we have

: : : du = 2 dpy + @y dpy,
dv = 2y dgy + x5 dg.
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§29. Let us now consider the new solutions of the auxiliary equations, given by
the new complete primitive. The old solutions are the six pairs of the form x; x; and
the six of the form wu; u;, where w, = p,, u, = p,, uy3 = ¢y, v, = ¢, The bi-
differentials of these twelve satisfy the relation

d(y, 2) = pyd(zy, 2) — p, d(xy, 2) — qid(y, ) — 9,9y, ) + (p195 — Pt )l (z,2,)

P o

= o + 8%’ zy + 52(% d(py, po) + | & + 51% i l d(p1, q1)
A N + o |
opy opy | T oy
o op | o op

+ |z + v e d(py 92) + | = + 3y 90, d(p2 1)
Oy A oy oy
a'?l,xz‘f"a% %,ml‘}‘@“}
o o o op

+ | 2+ . o d(py ) + 0g,” 7, A0, 22)
N, oy A
a—ﬁz,.’bg-{—a—q; 2y +‘a*g;a%+a*g;

In the auxiliary equations we may take x;, z,, p,, Py, ), g5 as independent variables,
since ¥, z are given explicitly in terms of these six.

From (12) follow three more relations connecting the six differentials du, dv, dps, dps, dqy, dgs, so that
their ratios are determinate, and therefore u, v, ]51, 15 P2, @2 can only be functions of one variable. The two
equations last written will then, generally, give @, %, in terms of this variable, which may not be. Ience
we must have

= Adv, dpl = AdQI’ dps = Adg?’
and since dfi = 0, dfy = 0, dfs = 0, and du, dv, dp, dg1, dps, dge do not vanish, A must satisfy the
equation :

df1 L Ndh L dh AR A
dv dpl dq’ dpz gz

Aelfg NN Y

= 0.

v’ dpl dql’ zlpz dqz
dfa + % df3 df3 dfs f dfa

du dv’ d;ol dq1 d;oz clgz

If A satisfies this equation the differential relations du = Adv, dpy, = Adq, dp; = Mg, reduce to two only,
since u, v, p1, 1, Pa, 2 arve connected by the equations

Si=0,/a=0/ =0

‘By integrating these two we find two more relations involving two arbitrary constants. Hence we may

suppose v, p1, P2, 1, g2 expressed in terms of , and find a solution by eliminating u from the following :—
U= pray + paity = Y
Vo= qant Qpp — 7
1 = zydpi/du + 2o dps/du.
VOL, CXCV.—A, 2 A
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178 MR. A. C. DIXON ON SIMULTANEOUS
Then ) )
' 0
d(xls y) = pad(@,, ;) + (.’Cl + i d(xla,pl) + (wz + i>d(”1a py) + i d(z,, q[) +
apl \ ap-z/ agl

\
' 0
o da, )

and similar expressions may be found for d(x,, ), d(x,, 2), d(x,, z) in terms of the
bidifferentials of the pairs of independent variables.

Let ¢, vy, 5 ¢, be the constants of integration in a new complete primitive
found by the method of §§ 27-8. Let X be the common value of the ratios
dp/dq,, dps/dq,, déjdy.  Then, after integrating the equations dp,/dg, =
dp,/dqy = d¢p/diy (= ) by help of an assumed relation connecting, say, pi, 91, Pas ¢o
¢,, ¢, we have four relations among

D1 Po D> Qo M5 €15 Cas G5y

and we may therefore supposé p,, p,, ¢, ¢, expressed in terms of X, ¢;, ¢y, ¢, ¢4,
unless \ is a constant, and therefore itself a function of ¢, ¢,, ¢5, ¢, Then

dp, — Ndq,, dp, — N dg,, ddp — Ny
will be linear combinations of de,, de,, de,, de,, and so will some such expression as

adp, + BdX\,

where o vanishes if’ X is one of the constants or a function of them. Conversely,
de,, dey, des, de, will be linear combinations of

and the bidifferentials of ¢, ¢,, ¢;, ¢, in pairs will be linear combinations of the six
following expressions :—

d (1 P2) — M (g0 p2) — M (p1, 2) + Nd (g1, ¢),
d(py, ) — M (g, ¢) — A (py, ) + Nd (g1, ),
d(py ¢) — M (g5, ¢) — A (po, ) + Nd (g5 ),
Bd (p1, N) — aMd (qy, p1) — B (g1, N),

ad Py 1) + B (py, \) — aNd (g5, p1) — BAA (g2, M),
ad (¢, py) + Bd (b, \) — ard (, p,) — BAL (§, N).

These are combinations of the bidifferentials of p,, p,, ¢, ¢o in pairs, with the
d(pla )‘) — M (QD }‘)>

d (pas \) — M (go, M),
d(p, \) — N (P, N).

expressions
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Now M\ is a definite function of x,, %, P, Po 1, o given by eliminating the
differentials from the equations

dp, = Mgq,, dp, = Mg, d¢ = \dj,
@, dg, + @, dg, + dip = 0.

By means of the first two, the third becomes
¢ N a\p} { \2 O a\p}
— N\ dq A — dg, = 0,
{ aﬁl + 891 opy Lt ap + 8192 =
and the fourth

foo 2+ b, + {405+ SV g, = 0

The result of elimination is therefore
0p | 0p 1,09 3~I'> < AN 3\1f>
)‘ €@
( a]’z + 892 ap2 e + a% 8291 891

+< 3p1+3q1>< §2+gz> ( o, +8ezz>< g;+%z> 0.

This shows the form of A as a function of w), x,, p), Py, 91, ¢, DOt involving ¢,, c,,
¢s ¢  Now this choice of A makes it possible to choose coefficients A, B, C, B, F, G,
such that

ay dpy + @y dpy + dp = A (dp, — Mg,) + B (dp, — Mg,) + C(dp — Mdyp),

x dq, + wydqy + dp = E(dp, — Mgqy) + F (dpy — Ndgy) + G (dp — Mdy).

Thus

A{d (p1; ) = M (q1, M)} +B {d (ps, \) — Ad (g, \)}

+ C{d (¢, \) = M, N} = @, d (py, \) + 25d (py, A) + d (¢, ))

= multiples of bidifferentials of p,, Py, 71, ¢

.
+ 5}{“’1 d (1 #)) + 2od (py, 1) + (&, wl)}
1

+ gx {901 d (p1> ) + od (P, ) + (b, a’z)l

o n
= a_l{ (y: -131) — P2 ('%'2, 971)} -+ a;;{d(y, xz) — PJ(Z (mn%)}

-+ multiples of bidifterentials of p;, p,, ¢,, ¢,
2 A2
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In like manner

E{d(p;, N) = (g, N} + F {d(ps N) — M (g2 M)}

oA or
+ G {d($\) — M (%, )} = e, {d (2 @) — qud (2, )} + 3};{d (2 @5) — g, (@), 2,) }
+ multiples of bidifferentials of p,, p,, ¢\, ¢

Hence the three expressions
d(p1, N) = Md(q,, M),
d(pyy A) — M(g5, V),
A, X) = M(h, A),

are all reduced to the same, save for a factor, by adding or subtracting multiples of
the bidifferentials of x,, z,, ,, 2, and of u;, uy, ug, u,; the same is therefore true of
the bidifferentials of ¢y, ¢y, ¢3, ¢,. Hence all the new complete primitives found by
the method of §§ 27-8 only add one to the eleven known *bifunctionally ” indepen-
dent pairs of functions satisfying the auxiliary equations; one more pair, leading to
a fresh complete primitive, is yet to be found.

§ 80. These results may be used to construct examples of bifunctions. For
instance, the equations :
Y = pi% + Pate + G
2= g%+ Q% + Pa,
lead to the following case among others :—

In the equations

(_lﬁ! — ?@2 — 97{71 = A
dgy dg, dp, ’

put ¢, =\ + a, dg, = d\, and integrate.
Thus 20e =N +0b, 3 =N+ 4p =N+e
and the arbitrary constants «, b, ¢, e in the new solution are respectively equal to
Gy — N, 2py —\2, 3¢, — A%, 4dp, — N, where N, 4 @, + A = 0.

Now from § 29 it follows that d (c, ) can be expressed in terms of d («, b), the
bidifferentials of x,, @y, ¥, z and those of p,, Py, ¢1, 95 ,
For convenience, let us write
u, v, w, %, y, z for xy, N, P, Py, ¢y, Yo respectively ; then
for x, we must put — o(1 + uv),
fory . wu — xo(l 4+ uv) + v,
forz o yu — zo(1 + w) 4 x,
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so that the eight original variables connected by two equations are now expressed in
terms of six. '

Thus d (3y — 3, 4w — v*) can be expressed in terms of d (z — v, 2 — v?), the six
bifferentials of w, x, ¥, z and those of

u, —o(1 4 wv), wu — xv(l +w) +y, yu — 2(1 + w) + x,

that 1s, of
u, v, wu—av(l+w)+y, yu—z2(1+ uw)+

There is no difficulty in finding the relation. It is

w?d(3y — 0%, dw — v') — 60%(1 4 wv)’d(z — v, 20 — V)
— 120%d(y, w) + 120%(1 + w)¥d(z, x)

+ 120*{(1 4+ wv) (y — 2v*) — w(w — av?)}d(v, u)

— 12031 + wo)d(v, yu — 2v — uz® 4 x)

+ 12u*d(v, wu — xv — uaxv® 4+ y) = 0.

Here then we have an identical linear relation connecting the bidifferentials of
seven pairs of functions of six variables. Any one of the seven pairs is accordingly
by definition a bifunction of the other six.

Second Application.
§ 31. Take now a differential equation of the second order,

f(x’ Y2, P, ¢ 15, 8, 8) = 0,

where p, ¢ are the first and », s, ¢ the second partial derivatives of z with respect
to x, v.

A complete primitive will consist of a single equation in , y, z involving five
arbitrary constants, say «,, o, ag, a,, a; If we form the first and second derivatives
of this equation we shall have, in all, six equations from which a,, a,, a;, @, @; can
be found in terms of x, ¥, 2, p, q, 7, s, ¢, and the original differential equation will be
the result of eliminating a,, a,, as, o, o, Let u;, wuy us u, u; represent the
expressions found for &, ay, as, a,, a; respectively, in terms of «, ¥, 2, p, ¢, 7, s, .

Then from the equations

S=0, up=ay, Uy = ay,

by differentiating, we can form six equations which will involve the third derivatives
of z; by eliminating these we deduce the following two differential equations to be
satisfied by u,, uy :— ’
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J(x, 7, t) 4+ pJ(z, ) + rI(p, . t) + sJ(g, 7, t) + I(y,8,t) + qJ(z 5, ¢)
+ sd(p, s, t) + td(g,s,¢t) = 0, and
J(z, 8,7) 4+ pd(z 8, 7) + rI(p,s,7) + sJ(q, 8, 7) + I(y, t,7) + ¢J (2, t,7) + sJ(p, t,7)
+tJ(g, ¢, 7) = 0.
Here J () denotes the Jacobian of f» uy, uy with respect to the variables specified.

These equations express the conditions which are necessary and sufficient in order
that ’

dz = pdx + qdy,
dp = rdx + sdy,
dq = sda + tdy

may be integrable without restriction, when », s, ¢ are given in terms of , v, 2, p, q,

by the equations :
f=0,u = a,,uy,=dy;

the conditions must of course be satisfied by any three of the six functions u,, u,,
Us, Uy, Uy, f. We thus have forty equations, of which only eight can be algebraically
independent.

§ 32. The conditions to be satisfied by u,, u, are linear and homogeneous in their
Jacobians with respect to the eight variables @, v, z,p, ¢, 7, s, ¢; of these, one is
given in terms of the rest by the equation = 0, and may, if convenient, be sup-
posed not to occur in u;, u,: hence the auxiliary equations in this case have seven
independent variables and the dependent variables do not oceur explicitly: to
find a solution we are therefore to form a complete bidifferential, which shall be a
linear combination of the determinants of the following array :—

d(r, s), o — X —pZ —rP —sQ
d(r,t), X 4+ pZ 4+ rP + sQ, — Y —qZ — sP — tQ
d(s, t), Y + ¢Z + sP + 1Q, 0 :
d(p;7), 7T, — 78 —sT
(3) d(p,s), sT, R

d(p, t), — rR — sS sR
d(q, 7), sT, —sS — (T
d(q; s), tT, sR
d(q, t), — sR — 8, tR

(10) d(z,7), »T, - =pS =T
d(z, s), qT, : pR
d(z, t), — pR — ¢S, qR
d(x, r), T, -
d(x, s), 0, R
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(15) d(w, ), —~R
d(y, ),
d(y, s),
d(y, t),
d(z, p),

(20) d(y,p),
(= p),
d(z, q),
4y, 9),
d(z 9),

(25) d(p.q),
d(z, z),
d(y,z), . A
d(, y), | 0,
X, P .. . are written for of/ox, offop . . .

Of these twenty-eight rows, only twenty-one are independent. For instance,
multiply the 1st, 2nd, 4th, 7th, 10th, 13th, 16th by — S, — T, P, Q, Z, X, Y respec-
tively and add ; the resulting row is

d(f,r), 0, O,

which vanishes since f'= 0 by hypothesis.

Suppose d (u, 1,) to be the complete bidifferential formed from the determinants
of the array, then to complete the solution we have to find r, s, ¢ from the
equations

I

U)‘H"c
RS
=

\.to O

v

~ ~

S S O o o o O

~

SO o0 o0 o O oHo

=0, u=a, u;=d,,
and integrate the equations '

dz = pdx + gdiy; dp = rdx + sdy, dq = sdx + tdy.

It will amount to the same thing if we treat u, as known in the auxiliary
equations. They must be satisfied if g, u,, u; are substituted in turn for u,, Now
two homogeneous linear partial differential equations in seven independent variables
can at most have five common solutions, and here one of these, %;, is known; the
other four may be taken as uy, g, %,, 1. ‘

§ 33. Any two of the five functions «, y, z, p, q will satisfy the auxiliary equations,
but as we have to solve for », s, ¢, these solutions will not serve our purpose. They
are ten in number, and ten more will be given by taking in pairs the expressions wu,,
Uy, Ug, Uy, U; given by any complete primitive. These twenty are not all bifunc-
tionally independent, for since there are three relations™ among the ten expressions

x, ?/, z, }7, (7, 1(/1, uz: u3a U4, ’LL5,

* Compare § 34, p. 184.
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three linear relations can be formed connecting the twenty bidifferentials ; one is
formed from each pair of equations as at § 17 (8). Hence seventeen bifunctionally
independent solutions of the auxiliary equations are known when we have one com-

plete primitive. The full number is nineteen Gg 2>, and in order to know all

we must have one, or possibly two (see § 41, p. 190), more complete primitives.

§ 34. New solutions found by varying the parameters may be divided into two
classes, according as the parameters are or are not all functions of one variable;
solutions of the former class only occur in exceptional cases, and the principles of § 21
apply to them with slight modification,

Let the three equations connecting

&Ly ?/: %y ]7: Q; ul’ Ug, u3’ Uy uﬁ

be P, Yy 2 D, Qy Uny Uy Usy Uy, %) = 0 (2 = 1,2, 3);

(the forms ¢,, ¢,, 5 are not unrestricted, but must be such that the followmcr rela-
tions hold identically

by, b P) Oy, bo, &3) —
o, p, q) TP opq) 0

b b ) | b dy) _
A, p, 9) oz, p, q) ’

or we may take ¢, as not involving p, ¢ and ¢, as p d¢p,/0z + 3¢, /0w
by as ¢ 0 /0z + 0¢,/0y),
then the variations of the parameters must satisfy the three equations

1-—5 34%

_16 du, = 0 (1 = 1, 2, 8),

in order that the same relations may subsist among x, v, 2, p, g, 7, s, ¢ and the para-
meters, as held when the parameters were constant.

If the parameters are functions of one variable, their forms must be so chosen that
the three equations last written reduce to one only, otherwise we shall have five
relations connecting x, ¥, z, p, ¢ with this single variable.

§ 35. If the parameters are not functions of one variable, only the equations
7'25 a‘,’z

r=1 au, dur =0

are equivalent to six, and determine the partial derivatives of ug, %, u; with respect
to u;, u, in terms of the five parameters and «, v, z, p, 9. By help of the relations
¢: = 0 we may suppose , ¥, z, p, ¢ eliminated and thus arrive at a system of four
partial differential equations connecting w,, ug, ug, 1, w;
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The original system may also be taken to consist of four equations connecting five
variables x, v, 2z, p, ¢, namely :

dz/dx = p, dzldy = q, dp/dy = dq/dx
S (@ 9, 2 p, g, dp/dz, dp/dy, dg/dy) = 0,

and so the method of variation of parameters does not lead to any simplification of
the problem in general. -

§ 36. The interchange of variables and parameters is again possible ; it is, perhaps,
made clearer by taking three equations of perfectly general form,

&i (@), @y, Xg, By, Ty, Uy, Uy Us, Uy, Ug) =0 (2= 1, 2, 3),

connecting two sets, each of five quantities.

Whichever set we suppose constant and eliminated by differentiation, we are led
to a system of four partial differential equations connecting the quantities of the
other set, two of the five being taken as independent variables. A new solution of
either of these systems of differential equations will in general yield a new solution of
the other.

Suppose, for instance, that we have a new solution of the » equations ; this gives
Ug, Uy, Ug, SAY, in terms of %, u,. Then the six equations included in

=5 395, .
El B du, =0 (1 =1, 2, 3)
give two relations among @, . .. u, U, since the four differential equations,

which are consequences of these six, are supposed satisfied ; by the help of these
two, u,, %y, may be eliminated from the three relations ¢; = 0, ¢, = 0, ¢ = 0, and
thus three relations are given connecting x,, x,, s, ,, ;; these three will constitute
a solution of the x system of differential equations.

§ 37. In this more general case there will not seemingly, as a rule, be any more
solutions for either system of differential equations. For the derivatives, say, of
@3, , x5 With respect to @), @, are given in terms of these five variables and two
others, say u;, u,, The forms we may assign to u,, u, are then restricted by three
differential equations derived from the three conditions

¢z, D
dw, dz, ~ do, da;

(r=3, 4, 5),

and thus, generally speaking, no forms of u,, u, will be suitable. In some cases the

conditions are not inconsistent, and we may form an array by the method of § 11

such that if d(f,y) is a combination of its determinants, then 0 = a, x = b, ¢, =0,
VOL. CXCV.—A. 2B
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¢y =0, ¢p3 = 0 will give suitable values for u,, u,. This array will have four columns
and forty-five rows, ten such as

Cl(.’l’)i, 96]), 0, 0, 0,
ten such as d (u;, ), 0, 0, 0,

and twenty-five of the following type. In the first column there is d(w; ), in the
(» - 1)th the minor of 8%¢,/dx0u;, in the determinant

O, Fb T Fh Fh O Oy Oy
or Ou,’ 0wy 0w’  Ong 0w O 0w’ Oy Juy  Owy Oy Oy
O Oy gy
Ou,  Ouy Ou,
aﬁ_ a(ibﬂ ad’s
Quy,  Ouy Ouy
Oy Oy Oy
ou,  Ou, Ouy

Pé Ph, O by Oy
|y Oug oo O duy Oy Ouy Ouy
9, op sy I Oy
I o A
Ocpy Oy Oy by Oy
o 0z, O 0w, o, 0 00
G, @, 2 O
oz, 0z, Oy oz, g 0 0 0
for r=1, 2, 3.

This interchange of variables and parameters may take place whenever their
numbers arve equal, the differential equations being of the first degree.

Lxamples.

§ 38. 1. As an example of the method of solution take the equation a = 8, where
a is a function of r, s, p — sy, x and B a function of s, ¢, ¢ — sx, v.

In the array (§ 32) multiply the first row by 0a/or, the fifth by da/dp, the fourteenth
by oe/ox, the seventeenth by — s da/op, and add ; the resulting row is

d(a, s), 0, 0.
Hence we take a =8 =a, s = b,
z=bxy + X +Y,
X being a function of = only and Y a function of y only. Then o = a is a relation

connecting @, dX/dx, d*X/da?, and B = a is a relation connecting y, dY/dy, d*Y /dy?,
and by solving these for X, Y respectively we shall have the complete primitive.
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§ 39. II. As a second example take the equation

F(r,s,t,p— sy, q—ty, z—qy -+ %+t x) = 0.
Here the third row of the array is
d(s,t), 0, 0,

so that the functions s, ¢ satisfy the auxiliary equations. Put, then, s=a, t = 0;
thus o
qg=oaxr+by+c

z=axy + 3by* + cy + X,
the last term being a function of @ only. The differential equation thus becomes
F(&*X/dx?, a, b, dX/dx, ax+ ¢, X, x) =0,

an ordinary equation of the second order giving X in terms of 2 and two more
arbitrary constants ; hence the finding of a complete primitive is reduced to the solu-
tion of the equation last written.
§ 40. ITL. If the equation is of the particular form F(r, s, t, p — rax — sy, ¢ — sx —ty,

2 — px — qy—+ra’+ sey+-Lty?) = 0, the first three rows of the array are

d(r, s) 0 0

d(r, t) 0

d (s, t) 0 0.

Hence any two of the three functions 7, s, ¢ will satisfy the auxiliary equations,
and a complete primitive is given by putting
r=a, s=nh, t=0>

Hence p = ax+hy-+g, ¢ = he+by-+f
z=c+ ge+ fy + L (aax® + 2hxy + by?),
where a, b, ¢, f, 9, h are.constants satisfying the relation
F(a, b, b, g, f, ¢c) = 0.

This is a case in which other solutions are readily given by supposing the para-
meters variable and functions of one variable only, say w. The variations must
satisfy the conditions

w?da 4 2wy dh + *db + 2xdg + 2y df 4 2de = 0,
xda 4+ ydh+dg =0, xdh + ydb+ df =0,
2 B2
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whence follows wdg-+ydf-+2dc =: 0, a simpler relation that may be taken instead of
the first of the three.

These equations will define ,  in terms of the single variable a, unless all the
first minors of

da dh  dg | vanish.
b b df
} dg df 2dc |

We thus have three ordinary differential equations connecting «, b, ¢, f; 9, h ;
they are connected also by the relation ¥ (a, %, b, g, f, ¢) = 0, and the fifth relation
among them may be chosen arbitrarily, so that wo may put o = ¢ (@), an arbitrary
function.

Then we have

dbjda = {$'(a)}?, dfjda = ¢’ (a) dg/da,
2de/da = (dg/da)?,
F(a, $(a), b, g, f, ¢) =0

as the equations determining 0, g, f; ¢ in terms of a. These are to be integrated,
and then o is to be eliminated from the equations

@+ ydh/da + dg/da = 0,
z=c¢+ gr + fy + & (ax® + 2hay + by?).

The result of elimination will be a solution of the differential equation. Three
constants are introduced by integration, and thus, if the function ¢ involves two
constants, the new solution will generally be a complete primitive.

§ 41. The new complete primitive gives new solutions of the auxiliary equations
which we shall now examine. Let ), ay, o, a,, a; be the new set of parameters.
Then «, h, g, b, ¢, f are connected with these parameters by five equations, one of
which is the original equation F = 0. These five relations are such, that if -

dh = Nda, dg = pda,
then db = Nda, 2dec = pda, df = Mpda;
of these five, the first two define X\, p in terms of «, a}, a,, ay, @y, a;, and the others
must then follow from the five equations that give h, g, b, ¢, f in terms of @ and

the same new constants. Thus, in general, we may suppose a, h, g9, b, ¢, f, u,
expressed in terms of A, a, a,, ay, a;, a; and the expressions will be such that

dh — Ma, dg — pda, db — Nda, 2dc — p*da, df — \uda
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involve only the differentials of a, oy, ag, o, 2, One of these five is expressible in
terms of the other four, since

oF oF oF oF oF oF
E;;OZOL + 5]; dh -|- éb—db —I— S;Clg—l- ydf—l— é‘c"(‘lc = 0,

while one of the relations connecting \, p, @, b, . . . is

oF | | OF OF | \gOF OF | g0F
aav"l' N +”ag + Nyt )"‘”af Ty =0

Some expression such as vd\ — pda will also involve the differentials of «), a,, as,
a,, ay only. Hence the differentials of a;, a,, ag, a,, a; will be linear combinations of
vd\ — pda, dh — Nda, dg — pda, db —Nda, df — Muda, 2dc — pda, of which the
last five satisfy a linear relation.

Thus the bidifferentials of «,, oy, @y, a,, a; in pairs will be linear combinations of
the bidifferentials of «, b, ¢, f, g, h (only five of the six need be used) in pairs, and
of the expressions

d(h, ) — Md(a, \), d(g, \) — pd(a, N), d(b,\) — Nd(a, \),
A(f, N) — Nud(at, N), 2d(e, ) — pid(a, \),

of which last five, only four are independent.
Now A, p are connected not only by the equation

oF oF oF oF oF oF
T AG ey TN T g it =0,

but also by the equation
x4+ Ny 4+ pn=0,

so that they are definite functions of , y, a, b, £, g, k.

Again p=oax+ hy+ g,
d(p, x) — hd(y, x) = xd(a, x) + yd(h, x) + d(g, x),
d(p, y) — ad(z, y) = xzd(a, y) + yd(h, y) + d(g, y).

Thus 100, N) = M(a, N} + {d(g, ¥) — pea, N)}
= xd(a, N) + yd(h, \) + d(g, \) |
= A, @) — My, @)1 + 5. [Ap, 9) — ad(a, 9)),

-+ multiples of bidifferentials of «, b, ¢, 1, g, h.
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In like manner

y{d(b, ) — Nd(a, N} + {d(f, \) = Mad(ar, N} + @{d(h, \) — Ad(a, \)}
= ad(h, \) + yd(b, \) + d(f, \)

-+ multiples of bidifferentials of a, b, ¢, f, g, h.
Lastly,

2xy {d(h, \) — M(a, \)} 4+ y*{d(b, \) — Nd(ar, )} + 22{d(g, \) — pd(a, )}
T 2d(f, N) = Mad(a, M)} + 12d(6, ) — wl(a, V)]
= &%(a, \) + 2xyd(h, \) + y*d(b, \) + 2xd(g, N) + 2yd(f, \) + 2d(e, \)
= 2{d(z, x) — (hx + by + f)d(y, x)}O\/dx
+ 20d(e, 9) ~ (a0 + by + 9)d(e, 1)} Dy,

<+ multiples of bidifferentials of a, 0, ¢, £, 9, h.

Hence, in all, nine combinations of the ten bidifferentials of a,, ey, as, a,, o, can
be expressed in terms of the bidifferentials of x, y, z, p, ¢ and of a, b, ¢, £, ¢, b ; that
is, In terms of the bidifferentials of the seventeen known independent pairs of functions
satisfying the auxiliary equations : thus the new complete primitive adds only one to
the number of these known bifunctionally independent pairs, and one more must be
added in order to give the full number. '

This theory enables us again to construct examples of bifunctions of a number of
known pairs which may reach eighteen.

§ 42. The foregoing investigation may be modified so as to give singular solutions
of a pair of differential equations of the form in question, say

Fl('r', s, t, ]5, Q, 7?) = 0,
Fo(r, s, ¢, ﬁ, j, 2) = 0,

where

P =p—re—sy,
v =2 = 3(p+p)r =g+ 9y

A complete primitive would be given by supposing 7, s, ¢, p, ¢, z constants con-
nected by the above equations. Another solution would be given by solving the
total differential equations found by supposing the relations
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wd”/‘—l—y dS-I—dﬁ::
wds 4y dt 4 dq = 0,
wdp+y dg + 2dz = 0,

to reduce to the same velation linear in « and y. That is, we must solve the system
ds = \dr, dt=Ndr, dp= udr,

where N, p are given in terms of p, ¢, z, #, s, ¢ by the relations

I I, F ’3}*‘ F
o NG R e =,
or o 0z
o, oF, . OF, , | L,

2 2 2
+)\ +)\815 + ap+)\ 8/ 2Iu‘a,) '—O:
and ¢, z in terms of p, 7, 8, t by the relations F, = 0, F, =0.
The complete primitive of these ordinary equations will involve three arbitrary
constants, and there may be singular solutions with a lower number ; none of these

will therefore constitute a complete primitive of the partial differential system

F,=0, F,=0.
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